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ABSTRACT
User-generated content offers opportunities to learn about
people’s interests and hobbies. We can leverage this infor-
mation to help users find interesting shops and businesses
find interested users. However this content is highly noisy
and unstructured as posted on social media sites and blogs.
In this work we evaluate different textual representations
and retrieval models that aim to make sense of social media
data for retail applications. Our task is to link the text of
pins (from Pinterest.com) to online shops (formed by cluster-
ing Amazon.com’s products). Our results show that docu-
ment representations that combine latent concepts with sin-
gle words yield the best performance.

Categories and Subject Descriptors
H.3.3 [Information Storage and Retrieval]: Information
Search and Retrieval-Information filtering

Keywords
Topic models, unstructured data, user interests, recommen-
dation systems, personalized linking

1. INTRODUCTION
User-generated content is ubiquitous on the web. People

freely post information on social media sites, such as Face-
book, Twitter and Pinterest. This content provides a po-
tentially rich source of information for business intelligence
applications that leverage this content for personalisation,
such as recommender systems and on-line marketing. Mak-
ing sense of the vast amount of information is a challenging
problem due to poor data structure and noise (misspelled
words, grammatical errors, etc). We wish to study how to
leverage the content on such sites for retail applications.
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In particular, we use data from Pinterest.com. Pinterest
is a social network that allows users to post and organize (or,
simply, to pin) items (e.g., images, videos and text) found
on the web. For each post (known as a pin), a user often
writes some text to describe or express her opinion about
the pinned item. Pins often present items or activities users
are interested in. They are categorized in boards, which may
include fashion, travel, cars, food, film, humor, home design,
sports, and art, among others.

Recommending relevant items to Pinterest users is in-
teresting for retailers and online webshops. Pinterest it-
self already performs automatic recommendations of already
known pins from other users. For each pin there is a section
of ”People who pinned this also pinned”. In this case, sim-
ilar known pins are recommended to the user based on the
activity of other users that are interested in similar items.

However, for retail applications simply recommending other
pins is not enough. While there are pins directly linked
to online stores (i.e., Pinterest users sometimes post a link
to a retailer or a webshop where the pinned item may be
bought), such as Amazon.com, Etsy.com, eBay.com, etc, not
all pins provide URL-s that link to online webshops where
the pinned items are available for purchase. A Pinterest
user might post an item that she would like to buy, but may
not know where to buy it. In this case, it is useful to have
a system that can automatically recognize the content of
the pin and suggest online stores where the item (or similar
ones) can be bought. Similarly, an online store might wish
to find people interested in products resembling the ones
in the store. For instance, if a user has several pins that
contain ”Christian Louboutin” shoes, a related online store
might benefit from that information.

In the context of noisy and unstructured data, it becomes
important to utilize document representations and retrieval
models that allow us to extract relevant semantic informa-
tion and retrieve relevant documents. The goal of this work
is to study the performance of different representations and
models in the task of automatically recommending online
webshops to Pinterest users. In this initial stage, we focus
on a setting that relies only on the text -disregarding the
images and videos- from both pins and product descriptions
of online webshops. We investigate whether the textual in-
formation available from a single pin is sufficient, and to
what extent it helps to find relevant webshops from a vari-
ety of possible target webshops. A single pin may already



contain modeling information about the user’s interests. It
provides a small snippet of possible life styles, likes, hobbies,
etc. This minimalist approach that deals with unstructured
user-generated data allows us to make inferences about the
user in the absence of other elements commonly used in rec-
ommendation systems, such as known like-minded users.

In the absence of any other information, the task in this
setting is naturally framed as an ad-hoc information retrieval
(IR) task: Given the text of a single pin (a query), the task
is to rank a set of webshops (documents) according to their
relevance to the query. In this paper, we introduce the task
along with our data collections acquired from the web, and
report the initial results obtained by several text represen-
tations and ad-hoc IR models.

2. RELATED WORK
As previously stated, we aim to both extract useful infor-

mation about users’ interests as posted on a social media
sites, and link or recommend online shops relevant to such
interests.

Extracting useful information from micro-blogs, such as
Twitter, Facebook and Pinterest, calls for textual represen-
tations beyond the simple bag-of-words. Some work has
been done using topic representations to discover the latent
themes: [5] studied how training a topic model on Twitter
data can improve performance in document classifications,
[7] explored topic models for analyzing disaster-related Twit-
ter data, [13] investigated how to improve topic models given
the short and messy texts on tweets. Regarding Pinterest
data, some work has been done to perform board recom-
mendations [6], and implementations of topic models to un-
derstand users’ interests [15]. However, there is little work
regarding product recommendations in this setting.

Recommender systems suggest interesting objects to users
in a personalized way from a large space of possible options.
For example, at Amazon recommendation algorithms per-
sonalize the online store for each customer by showing pro-
gramming titles to a software engineer and baby toys to a
new mother [12].

Many of the recommendation systems like Amazon’s item-
to-item collaborative filtering rely on the items in the cus-
tomer’s cart, where an item is a well-defined object. Similar
items are found as items that customers often bought to-
gether. Amazon then leads customers to an area where they
can filter their recommendations by product line and sub-
ject area, rate the recommended products, rate their previ-
ous purchases, and see why items are recommended. In this
work in order to personalize the recommendation, we work
with unstructured textual data as found on social network
sites such as Pinterest, and we completely automatically link
a user’s post, in our case a pin, to a relevant webshop.

From the early days of the Internet one has dreamed to
automatically generate hyperlinks [14], but their automatic
creation remains an understudied and difficult problem. Al-
though recommendation techniques recently were inspired
by information retrieval models [3, 1], in this paper au-
tomated hyperlinking is evaluated as a retrieval problem,
where relevant webshops are ranked according to the per-
sonal interest of the user.

3. PROBLEM FORMULATION
Given an information unit (e.g., a single post or pin) from

a user, we wish to retrieve relevant online retail shops (web-
shops) where users could potentially buy items related to
their interests. The problem may also be observed as a task
of linking the online webshops to the items that the user
pinned. Formally, let D = {D1, D2, ..., DL} be a target col-
lection of L webshops and Q is a textual content of a pin,
that is, a query given by the set of m words in the pin/post
Q = {q1, q2, ..., qm}. The task is to rank the webshops ac-
cording to their relevance to the pin. To study this, we
have collected two datasets: a collection of Pinterest pins
(Dataset I), and a collection of Amazon products (Dataset
II).

4. DATA

4.1 Dataset I: Pinterest.
We implemented a crawler to find Pinterest users, their

boards and pins. A user page contains a set of boards.
Boards are often categorized by the user and include fash-
ion, travel, cars, food, film, humor, home design, sports, and
art. A board is a collection of pins often related to a given
category.

Our crawler performed a depth-first search starting from
a popular (many followers) Pinterest user. To date we have
collected over one million pins, corresponding to over 18,000
boards and 650 users. The number of pins in a board varies
from a couple to several thousands. For our sample dataset,
the average number of pins per user is 2,476, while the av-
erage number of pins per board is 55.6.

In this work we do not exploit the users’ histories and
their overall profile info on Pinterest and leave that for fu-
ture work, as we rather focus on a task of linking isolated
single pins (currently the textual posts of the pin) to relevant
webshops.

4.2 Dataset II: Online Shops.
For this study, we formed webshop documents using Ama-

zon’s product categories. We chose Amazon because of the
large and varied collection of available products and the abil-
ity to automatically download product information through
their Product API.

We implemented an XML parser to download informa-
tion from over 23,000 products. Amazon organizes its items
in a hierarchy of browse nodes (or categories). Each node
is a collection of related items, i.e., products that belong
to the same category. We focused on a set of top cate-
gories: Apparel, Beauty, Books, Electronics, Groceries, Jew-
elry, Kitchen, Music, Shoes, Sporting Goods and Watches.
Leaf nodes were used as a natural subgroup of similar items.
Thus, we were able to cluster groups of related products.
We call these product clusters ”webshops”. We started by
querying the top categories and gathered the hierarchy of
related child nodes. Each webshop contains approximately
20 products. To represent the product, we used all the text
associated to the product’s description and editorial review.
The idea here is to simulate an online retail business that
has a set of webshops containing related products. Our ap-
plication aims to direct users in a social media site to such
target webshops. For our experiments, we acquired 1,171
webshop documents.

Although we use Amazon data in this work, the proposed
IR framework may be extended to any other online webshop
for which a textual representation is provided.



5. METHODOLOGY
In the task of linking relevant webshops to users’ pins, we

utilize different text document representations and retrieval
models that are built upon these representations. We inves-
tigate the impact of the different representations and models
on the quality of linking, and we also explore whether com-
bining different representations can boost the linking per-
formance.

5.1 Document Representations

5.1.1 Bag-of-Words (BOW)
In this simple model, the webshops (or documents) and

the pins (or queries) are represented as vectors in a com-
mon vector space, where each word represents an axis. A
document Di is represented as a bag-of-words (bow) as its
vector is given by the number of word occurrences (or term
frequency, tf), Di = [tf1i, tf2i, ..., tf|V |i], where |V | is the
vocabulary size, i.e., the number of distinct word types in
the target document collection. The order of words is disre-
garded. This representation allows us to compute the prob-
ability of a term given the document, as we describe in sect.
5.2.1.

5.1.2 Topic Representation (TR)
Probabilistic topic models such as Latent Dirichlet Allo-

cation (LDA) [2] provide another way of representing doc-
uments. Each document is represented as a mixture of K
latent dimensions, that is, latent topics. A latent topic is
represented as a probability distribution over the vocabu-
lary words. Given a target collection D, the aim of applying
LDA is to discover the K main topics that are present in
the collection. Effectively, it means computing probability
scores P (wj |zk), the probability of a word wj given the topic
zk (these scores constitute per-topic word distributions), and
P (zk|Di), the probability of a topic zk to be found in docu-
ment Di (per-document topic distributions) (see sect. 5.2.2).
The two sets of distributions allow us to represent each tar-
get document as a probability distribution over K latent di-
mensions/topics. One advantage of this representation com-
pared to BOW relies on the ability to cluster semantically
similar co-occurring terms. The number of latent topics K is
smaller than the original size of the vocabulary |V |. Thus,
we are able to reduce the dimensionality of the document
representation. Additionally, it provides a fully generative
probabilistic modelling of text. We call it a topic represen-
tation (TR) of a document.

5.2 Retrieval Models - Linking Pins to Web-
shops

The task of linking pins to webshops can be tackled with
information retrieval techniques. Given a query (i.e., a pin),
we rank the webshop documents according to the relevance
to the query. Here we describe the retrieval models and sect.
6.1 presents a description of the parameters used.

5.2.1 Probabilistic BOW only
Documents are ranked by the probability P (Q|Di) that a

query Q was generated by a given document model Di. Each
document is represented as a bag-of-words, and a probability
that each query word qj ∈ Q is sampled from the document
model Di is computed as,

Pbow(qj |Di) = CuPmle(qj |Di) + (1−Cu)Pmle(qj |Coll), (1)

where

Cu =
Nd

Nd + µ
, Pmle(qj |Di) =

tfji
Nd

. (2)

Pmle(qj |Di) denotes the maximum likelihood estimate of
the word qj in the documentDi, Pmle(qj |Coll) the maximum
likelihood estimate in the entire collection, µ is the Dirichlet
prior in the Dirichlet smoothing [20], tfji the frequency of
qj in Di, and Nd is the length (number of words) of a docu-
ment Di. The unigram language model then computes the
probability of the entire query as

Pbow(Q|Di) =

m∏
j=1

Pbow(qj |Di) (3)

This model is called BOW-only.

5.2.2 Probabilistic TR only
We train a topic model with K topics using Gibbs sam-

pling [16] and obtain two conditional probability distribu-
tions: The probability P (wj |zk) of a word wj given the topic
zk is given as

P (wj |zk) =
n
(wj)

k + β∑|V |
t=1 n

(wt)
k + |V |β

(4)

n
(wj)

k denotes the number of times that the topic zk was as-
signed to word wj occurring at a certain position in the doc-

uments. The sum
∑|V |

t=1 n
(wt)
k is the total number of words

assigned to the topic zk, and |V| is the number of distinct
words in the corpus vocabulary.

The probability P (zk|Di) of topic zk given the document
Di is

P (zk|Di) =
n
(k)
i + α∑K

j=1 n
(j)
i +Kα

(5)

n
(k)
i is the number of times a word in document Di is as-

signed to the topic zk.
α and β are the Dirichlet priors and can be interpreted

as a prior observation for the number of times a topic is
sampled in a document, before having observed any actual
words from that document.

Each query word, as given by the per-topic word distribu-
tions, has a certain probability to be generated by a latent
topic. The probability of a query word qj given the target
document Di is then computed as [18]:

Ptr(qj |Di) =

K∑
k=1

P (qj |zk)P (zk|Di) (6)

The probability of the entire query Q is then computed anal-
ogously to Eq. 3, and documents are ranked according to
their respective scores. This model is called TR-only.

5.2.3 Probabilistic BOW + TR
We may combine the probabilistic retrieval model that

relies only on the bag-of-words representation of a document
model (sect. 5.2.1) and the probabilistic retrieval model that
relies exclusively on the probabilistic topical representation
(sect. 5.2.2). We adopt a simple linear combination of the
two models [18]:

Pbow+tr(qj |Di) = λPbow(qj |Di) + (1− λ)Ptr(qj |Di) (7)



where Pbow is the simple bag-of-words model given by Eq.
(1) and Ptr is the topic model given by Eq. (6). The interpo-
lation parameter λ weighs the importance of each method:
λ = 0 reduces the model to the simple bow model from sect.
5.1.1, while λ = 1 represents the topic representation model
from sect. 5.2.2. We study the influence of this parameter
and the final linking quality for different numbers of topics
K. This model is called BOW+TR.

5.2.4 Probabilistic Relevance-Based Models PRM
Furthermore, it is possible to exploit the aforementioned

basic probabilistic retrieval models in a more robust and a
more effective framework of probabilistic relevance model-
ing [11, 10]. Relevance models do not rely on any training
data and provide a framework that exhibits state-of-the-art
performance in a variety of ad-hoc retrieval tasks across dif-
ferent corpora. For instance, Lavrenko et al. [11, 10] already
show that embedding the simple probabilistic unigram BOW
only model (see sect. 5.1.1) into the relevance modeling
framework leads to a significant increase in overall retrieval
quality on TREC data and in the TDT topic tracking task.
Additionally, recent work reveals that fusing the shallow se-
mantic knowledge coming from probabilistic topic models
with the power of relevance models for retrieval leads to the
highest scoring models on TREC and CLEF data for both
monolingual [19, 17] and cross-lingual ad-hoc retrieval [17].
Therefore, in this paper, our aim is also to investigate the
potential of the relevance modeling framework in our “pins-
to-webshops” linking task.

In short, the term relevance model addresses a probabil-
ity distribution that specifies the expectancy that any given
word is observed in a set of documents RQ relevant to the
issued query Q. We can again assume that we are given the
query Q = {q1, . . . , qm} consisting of m words, and a target
collection of documents/webshops D. The relevance model
of the query Q is actually the set of probabilities P (wj |RQ)
for each word wj ∈ V , where P (wj |RQ) denotes the prob-
ability that we will sample exactly the word wj from the
set RQ of documents relevant to the query Q. Since the
relevance modeling framework completely replaces the orig-
inal query with a distribution over the entire vocabulary, we
can observe it as a massive and a robust query expansion
technique [11].

In order to estimate all the probability scores P (wj |RQ)
in the absence of any training data, we follow the approach
from Lavrenko et al. [10], also used by [17], that makes the
computation of a relevance model tractable:1

P (wj |RQ) ≈ P (wj |Q) =
∑

Di∈D
P (wj |Di)P (Dj |q1, . . . , qm) (8)

The posterior probability P (Di|q1, . . . , qm) is then further
expressed as:

P (Di|q1, . . . , qm) =
P (Di)

∏m
j=1 P (qj |Di)∑

Dl∈D P (Dl)
∏m

j=1 P (qr|Dl)
(9)

P (Di) denotes a prior probability of a document Di, and it
is usually taken to be a uniform distribution over all Di ∈ D.

1The interested reader may find much more information on
relevance modeling in the relevant literature [11, 10, 19, 8,
17].

Further, the probability scores P (wj |Di) and P (qj |Di) from
Eq. (8) and Eq. (9) may be computed using any of the
previous retrieval models (e.g., the probabilistic BOW-only,
TR-only or BOW+TR retrieval models).

Lavrenko et al. [10] notice that the posterior probability
P (Di|q1, . . . , qm) from Eq. (9) displays negligible near-zero
values for all but a few documents Di ∈ D. These target
documents are the documents that consitute the relevance
set for the query Q, i.e., they obtain the highest scores for
the query Q. In the absence of any relevance assessments,
in order to speed up the retrieval process, we calculate Eq.
(9) over only the top M target documents for the query Q
instead of calculating it over the entire target collection. The
top M documents are obtained by retrieving the ranked list
of documents with a query likelihood model (e.q., any of the
BOW-only, TR-only or BOW+TR models). The influence of
the parameter M was analyzed previously in the literature;
when M is set to a large enough value, it does not influence
the qualitative interpretation of the results [9].

Given the target collection D and a query Q, the final
retrieval process follows these key steps:

1. Perform the first retrieval round with any basic query-
likelihood retrieval model (e.g., probabilistic BOW-
only, TR-only or BOW+TR).

2. Retain only M top scoring documents from the previ-
ous step as pseudo-relevant documents.

3. Estimate the probability scores P (qj |Di) and P (wj |Di)
again using any of the basic models (see Eq. (1), Eq.
(6) and Eq. (7)), but only for the M documents.

4. Estimate the relevance model P (wi|RQ) for each wi ∈
V by calculating Eq. (8) and Eq. (9) over these M
documents.

5. Perform the second retrieval round over the target col-
lection D or just rerank a number of top scoring docu-
ments retrieved in the first retrieval round. Each docu-
ment Di is assigned a score that is the relative entropy
(the Kullback-Leibler divergence) between a relevance
model RQ and the exact target document Di:

KL(RQ||Di) =
∑

wj∈V

P (wj |RQ) log
P (wj |RQ)

P (wj |Di)
(10)

6. Rank documents in terms of their increasing relative
entropy score.

6. EXPERIMENTAL SETUP

6.1 Training Setup
For the BOW-only model, we use Dataset II only to build

the term-document matrix that contains the term frequen-
cies.

For the TR-only model, we explore two ways to learn the
latent topics. The first one uses Dataset II only. In this case,
only the vocabulary from the webshops is used to learn the
topic distributions. We call this Setup I.

The second approach combines both the webshop docu-
ments and the Pinterest boards, i.e., Dataset II + Dataset
I. The idea here is to incorporate the vocabulary employed



by users on the social media site to learn a richer and more
expressive topic representation. We call this Setup II.

The TR model is trained with the number of topics K =
100, 200, 500, 800, 1000 using Gibbs sampling and the stan-
dard values for hyperparameters [16]: α = 50/K and β =
0.01. The Dirichlet parameter µ is also set to a standard
value: µ = 1000, according to [18].

When we combine BOW+TR models as in Eq. 7, we use
values of λ from 0 to 1 in 0.1 intervals.

For the PRM model, the first retrieval round uses BOW +
TR. The second retrieval round uses two cases: BOW-only
and BOW+TR. In this paper, we do not provide results
obtained by all possible combinations of the basic models in
the relevance modeling framework (see Step 1 and Step 3 of
the retrieval process), but rather focus on a subset of models
that best illustrate the importance and the robustness of the
relevance modeling retrieval framework.

6.2 Queries & Ground Truth
We randomly select 50 pins from our collection of one mil-

lion pins. We use the text from a single pin in isolation (i.e.,
we disregard any information previously posted by the user)
as a query and aim to retrieve relevant webshops/documents
from the target collection of webshops. As mentioned before,
the webshop documents were formed using Amazon product
sub-categories known as browse nodes in the Amazon doc-
umentation (see Table 2). Table 1 shows basic statistics
regarding the length (number of words) of the query set.

Table 1: Query length (number of words) statistics
Minimum Maximum Mode Average

1 51 2 8.06

We build the ground truth by manually annotating rel-
evant Amazon webshops for each query. The annotator is
presented with both the text and image of the pin to iden-
tify all the relevant webshops. Table 2 shows examples of 20
queries annotated with all relevant Amazon hierarchy path
available in our dataset. For each path, there are five web-
shop documents containing 20 products each. We assume
that a human is able to provide correct links between the
pin and the relevant webshop documents.

6.3 Evaluation
To evaluate our retrieval models, we compute the Mean

Average Precision (MAP) for the set Q = {Q1, Q2, ..., Qs},
where s is the number of queries. Let {D1, ..., Dcj} be the
set of cj relevant documents for an information need Qj ∈ Q.
Let Rjk be the set of ranked retrieved results ordered from
the highest scored document until the relevant document Dk

is reached. The MAP score for the set Q is given as

MAP =
1

s

s∑
j=1

1

cj

cj∑
k=1

PrecisionRjk, (11)

where precision is the fraction of the documents retrieved
that are relevant to the query. When a relevant document
is not retrieved, the precision value in the above equation is
zero.

7. RESULTS & DISCUSSION
Table 3 presents the results for BOW-only, TR-only and

BOW + TR where the latent topics were trained using only

Table 2: Ground truth: Example of pins used as
queries and a relevant Amazon category

Sample Pins (used as queries) Relevant Amazon Cat-
egory

Pandora New Design Fashion
Lively Ladies Bracelet

Jewelry/Bracelets

Best ”going home” outfit Apparel/Baby
Fashion, Make up, Mouth, Red Beauty/Makeup/Lips
Sled riding! Sporting Goods/Snow

Sports
David Bromstad Kitchen Kitchen/Furniture/

Kitchen Furniture
blue suede shoes Shoes/Women/Flats
Hue Layered Net Tights Apparel/Women/

Leggings
Mens Covington Cargo Shorts
size 34 NWT

Apparel/Men/Shorts

Rebecca Minkoff ’ILY’ Leather
Tote

Shoes/Handbags

TIFFANY & CO. Diamond
Platinum Pink Spinel ’Blue
Book’ Ring

Jewelry/Rings

Paint first coat then before sec-
ond coat sets press lines with a
ruler diagonally quilted nails

Beauty/Makeup/
Nails/Nail Art

Baby Hat Brown Wig Hat Win-
ter Cap Christmas Gift Ideas by
YumBaby, $29.95

Apparel/Baby/

Chair Pose From Three Minute
Egg Yoga Pose Weekly

Apparel/Women/Active

Luna Sofa Kitchen/Furniture/
Living Room Furni-
ture

high-heels-2 Shoes/Women/Pumps
Lace-up Fur Ankle Boots High
Heels

Shoes/Women/Pumps

Stripe nail with blue points Beauty/Makeup/Nails/
Nail Art

Tips To Stay Fit and Healthy Books/Health, Fitness
& Dieting

A Ten Step Guide to Nailing Of-
fice Style

Apparel/Men/Suits

beautiful white wedding dress &
wedding bouquet - pink rose &
little white flowers

Apparel/Women/
Dresses/Wedding
Dresses

Gifts Under 50: Coach Stone
Stud Earrings

Jewelry/Earrings

the webshop documents (Setup I). When λ = 1, Eq. 7
reduces to BOW-only model, Eq. 1. When λ = 0, Eq. 7
reduces to TR model, Eq. 6.

For the BOW-only model we obtain a score MAP = 0.3410.
We observe that for small values of K (e.g., K = 100, 200),
the model is not expressive enough for the TR representa-
tion to improve significantly over the simple BOW method.
As the model refines the topic representation (i.e., as K in-
creases), the contribution the TR representation becomes
more helpful and the MAP score improves with respect to
the BOW model. Fig. 1 visualizes this behaviour. The high-
est performance MAP = 0.4143 is obtained at K = 800 and



λ = 0.1.

Table 3: MAP for Setup I BOW+TR over different
values for K and λ

K
λ 100 200 500 800 1000

0.0 0.2514 0.3006 0.3993 0.4091 0.3666
0.1 0.2898 0.3271 0.3982 0.4143 0.3652
0.2 0.3128 0.3416 0.3981 0.4115 0.3704
0.3 0.3337 0.3460 0.3993 0.4107 0.3712
0.4 0.3495 0.3548 0.4056 0.4053 0.3667
0.5 0.3612 0.3652 0.4037 0.4063 0.3699
0.6 0.3648 0.3708 0.4051 0.4032 0.3694
0.7 0.3694 0.3739 0.4024 0.3985 0.3685
0.8 0.3704 0.3695 0.4004 0.3914 0.3677
0.9 0.3701 0.3645 0.3844 0.3791 0.3638
1.0 0.3410 0.3410 0.3410 0.3410 0.3410

0.2

0.25

0.3

0.35

0.4

0.45

M
A
P
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Unigram
K = 100
K = 200
K = 500
K = 800
K = 1000

Figure 1: Effect of λ for BOW + TR in Setup I

Table 4 presents the results for BOW + TR where the
latent topics were trained using both webshop documents
and Pinterest boards (Setup II). Fig. 2 shows the effect
varying λ. We see that for the range λ = 0.4 − 0.7, the
MAP scores are the highest for K = 800. This emphasizes
the usefulness of combining two retrieval methods. For this
setup, the highest performance MAP = 0.4071 is obtained
at K = 800 and λ = 0.6.

Table 4: MAP for Setup II BOW+TR over different
values of K and λ

K
λ 100 200 500 800 1000

0.0 0.2452 0.3133 0.3279 0.3648 0.3541
0.1 0.2887 0.3547 0.3456 0.3816 0.3626
0.2 0.3232 0.3700 0.3515 0.3894 0.3752
0.3 0.3418 0.3843 0.3589 0.3994 0.3785
0.4 0.3659 0.3895 0.3695 0.4056 0.3824
0.5 0.3722 0.3953 0.3746 0.4049 0.3887
0.6 0.3822 0.4009 0.3786 0.4071 0.3917
0.7 0.3897 0.4012 0.3810 0.4031 0.3895
0.8 0.3872 0.3923 0.3775 0.3971 0.3843
0.9 0.3797 0.3752 0.3676 0.3955 0.3808
1.0 0.3410 0.3410 0.3410 0.3410 0.3410
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Figure 2: Effect of λ for BOW + TR in Setup II

Table 5: MAP for PRM: First Round: BOW+TR.
Second Round: BOW-only for different values of K

K
100 200 500 800 1000

Setup I 0.4332 0.4214 0.4165 0.4421 0.4188
Setup II 0.4408 0.4405 0.4425 0.4691 0.4208

Comparing Setup I and Setup II results as shown in Ta-
ble 3 and Table 4, respectively, it seems that incorporating
documents from social media to define the latent topics does
not help to improve the MAP scores. This could be because
Setup II introduces a larger and more varied vocabulary,
and we might need many more documents to have robust
and accurate topics. For instance, when we add the Pinter-
est data -as in Setup II-, we introduce about 100,000 new
word types not present in Amazon data. Moreover, adding
Pinterest data might actually slightly spoil the topics. That
is, the new data might drag the topics away from the actual
word distributions that are present in the target document
collection. In spite of this, we see that the relevance models
actually leverage this information and improve the overall
scores.

Table 6: MAP for PRM: First Round: BOW+TR.
Second Round: BOW+TR for different values of K

K
100 200 500 800 1000

Setup I 0.4195 0.4143 0.4326 0.4226 0.4333
Setup II 0.4357 0.4366 0.4576 0.4694 0.4206

Table 7 compares the best results for each method. It
shows that the combination of two representations outper-
forms the individual ones. That is, BOW + TR outperforms
BOW-only and TR-only individually on both Setup I and
Setup II. Moreover, the combination of retrieval methods,
given by the relevance models, shows higher improvements.
Performing two-round (PRM model) retrieval outperforms
one-round models in both setups. Interestingly, we obtain
the highest results when we use the PRM model in Setup II,
i.e., combining documents from both webshops and Pinter-
est users.

These results seem very promising considering that we
only use text from a single pin and topical representation of



Table 7: Comparison of best results for each method
Setup Method MAP

BOW-only 0.3410
I TR-only K =800 0.4091

BOW+TR K=800, λ = 0.1 0.4143
PRM (Round1: BOW+TR, Round
2:BOW) K=800

0.4421

PRM (Round 1: BOW+TR, Round 2:
BOW+TR) K=800

0.4333

TR-only K=800 0.3648
II BOW+TR K=800, λ=0.6 0.4071

PRM (Round1: BOW+TR, Round
2:BOW-only) K=1000

0.4691

PRM (Round 1: BOW+TR, Round 2:
BOW+TR) K =800

0.4694

documents within the IR models. Surely, there is room for
improvement. We observe that the type of language used
on a social media site differs greatly from the one used to
describe products in an online store; even when both might
be referring to the same concepts. For example, there is
pin with the words ”Be daring, go all out in red! Modern
Jessica Rabbit”. It refers to dressing up in red, similar to
the style of the cartoon character ”Jessica Rabbit”. The user
is talking about a sexy red dress but never mentions these
explicit words. Instead, she mentions a cartoon character
that wears such style. Another example: a pin with the
words ”Dark on the bottom”. It refers to an eye shade that
can be used bellow the eye. However these words may not
be found in the webshop. To overcome this, we may study
the use of bilingual topic modeling [4] to learn how to link
the different ”languages”.

Another way to improve results is to incorporate visual in-
formation which is often complementary to the accompany-
ing text of a pin. For example, if a pin contains the words ”I
love it”, it does not provide any information about the item.
We only know the user’s sentiment about the item. However,
if the picture shows a wedding dress, the visual information
can help us refine and disambiguate the pin contents. We
also had a query containing the single word: ”browning”.
It is very difficult for our retrieval models -or a human- to
infer what this pin refers to. It turns out the image shows
manicure on finger nails. It seems that ”browning” refers to
a specific shape to apply with nail polish, as we later dis-
covered. Another example is a query containing the word
”stack”. Before removing stop words, it said ”stack it up”,
and it showed the image of a watch. It suggests the user’s
message was to stack up on this watch, maybe because it
was a good deal. In short, the combination of both textual
and visual signals can potentially improve our results. We
will look further into this.

8. CONCLUSIONS
In this work we have studied different document represen-

tations and retrieval models for the task of automatically
linking Pinterest pins to online shops. This task faces the
challenges of dealing with highly noisy and unstructured tex-
tual data. It is also an interesting task for both users and
retailers. We have framed the linking task as an ad-hoc IR
task, where users’ pins are treated as queries, and webshops
as target documents that need to be retrieved/linked. We

used the bag-of-words (BOW) and the topic representations
(TR). The latter always outperformed the former for the
different retrieval models. This confirms that the simple
word representation of BOW is not enough for dealing with
the inherent poor structure and noise of user-generated con-
tent. The best results obtained correspond to a two-round
retrieval model (PRM), where both webshop documents and
Pinterest boards were combined for training. We achieved
MAP = 0.4694 for K = 800 (number of latent topics), as
shown in Table 7. We used a collection of 23,000 Amazon
products to form webshop documents. We also had a collec-
tion of one million pins from which the Pinterest board doc-
uments were formed. A natural extension of our work is to
further increase the size of the data and study how well our
representation and methods scale up. We will also investi-
gate other probabilistic generative models, such as bilingual
latent Dirichlet Allocation and incorporate visual informa-
tion to our system.
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